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The standardization process in glmnet is complicated and not well documented. To begin with,
glmnet scales the elastic net loss function by a factor of 1/n. Furthermore, for linear problems,
glmnet implicitly “standardizes y to have unit variance before computing its A sequence (and
then unstandardizes the resulting coefficients)”. In other words, glmnet is in fact optimizing the
following problem for the linear elastic net (assuming X is already standardized):
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Further complications present when the option standardization = T is set, in which case
glmnet will first standardize the data X using 6 x:

e If intercept = F, standardizationis X* = diag[ﬁyc?x]‘lX.
e If intercept = T, standardization is X* = diag[6,6x]71(X - X117).

Afterwards, the the coefficients are returned unstandardized, i.e. if (o, B3) are the original intercept
and coefficients, glmnet reports

B =0,diag[6x]7'8, By =Po—XpB"

For logistics and Poisson regression, the standardization procedure is basically the same, except
glmnet no longer standardize by 6,, which make sense since y is now either categorical or count
data.



